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1. Introduction

The full potential in catalyst development will only be
realized if characterization techniques are available that can
probe materials with subnanometer resolution. One of the
most employed techniques to image heterogeneous catalysts
at the nanometer and subnanometer scale is transmission
electron microscopy (TEM). As suggested by the name, TEM
uses electrons transmitted through the object for imaging.
Since the interaction between electrons and matter is very
strong, only thin parts, commonly much less than a micron
in thickness, are imaged. Since heterogeneous catalysts are,
in most cases, structured on a much smaller length scale,
the sample thickness can be reduced to TEM requirements
by appropriate preparation techniques and is, therefore, no
limitation.
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The major advantage of electron microscopy is that a
variety of modes to probe the sample can be employed, of
which conventional TEM (TEM), diffraction mode, scanning
TEM (STEM), and spatially resolved elemental analysis are
only a few examples. For a detailed description of available
TEM techniques, we refer to the books by Williams and
Carter,' Reimer,? and Yao and Wang.? Focusing on the use
of electron microscopy in heterogeneous catalysis, the book
by Gai and Boyes* provides a wealth of information. Shorter
reviews focusing on catalysis-related applications of TEM,>~ 1
environmental TEM,!' and electron energy-loss spectros-
copy'? are also available.

The principal beam paths for imaging in TEM and STEM
mode are sketched in Figure 1. In TEM, the sample is probed
by a parallel electron beam, resulting in a bright-field image.
Electrons that are scattered onto the contrast-forming objec-
tive aperture blade are removed from the beam and will not
be recorded in the image. Thus, thick objects and objects of
high mass-density will appear dark in such an image
(scattering or absorption contrast). In STEM, a focused
electron beam is rastered across the sample. The electrons
recorded at each point of the raster then form the image.
When a ring detector (annular dark-field detector) is used to
collect deflected electrons, thick objects and objects of high
mass-density will appear bright in such images. This scheme
explains the most basic connection between contrast in an
image and the imaged structure. Other sources of contrast,
which may dominate depending on the nature of the
specimen, include diffraction contrast (associated with the
orientation of a crystalline specimen with respect to the
electron beam) and TEM phase contrast (tunable by defo-
cusing). When going from nanometer resolution to atomic
details, only accurate control of beam condition, sample
orientation, and defocus setting yields interpretable results.

The above paragraph already hints toward one of the
difficulties when interpreting TEM and STEM images. Since
images are a two-dimensional (2D) representation of an
originally three-dimensional (3D) structure, it is hard to
distinguish between thick objects and objects of high mass-

0J 2009 American Chemical Society

Published on Web 03/20/2009



1614 Chemical Reviews, 2009, Vol. 109, No. 5

Heiner Friedrich received his M.Sc. (2001) in Physics from the University
of Dresden, working in the field of electron optics at the Triebenberg
Laboratory for High-Resolution Electron Microscopy and Holography.
Between 2002 and 2005, he joined Arizona State University (U.S.A.) as
a research scientist to implement and apply electron tomography at the
John M. Cowley Center for High-Resolution Electron Microscopy. Since
2005, his research, under the supervision of Prof. K. P. de Jong, Prof.
A. J. Verkleij, and Dr. P. E. de Jongh, has focused on the quantitative
three-dimensional characterization of nanostructured materials by electron
tomography. His current interests include image analysis and structure
modeling.

Petra E. de Jongh obtained her Ph.D. (Hons) in Physical Chemistry in
1999 from Utrecht University (The Netherlands). She then worked as a
senior scientist at Philips Electronics on functional thin films for applications
in batteries, thermochromic materials, and magnetic, optic, and electrical
fingerprint coatings, resulting in about 10 patents. In 2004, she joined the
Department of Inorganic Chemistry and Catalysis at Utrecht University
as an assistant Professor. Her main interest is using advanced techniques
to prepare and characterize nanostructured inorganic materials (typically
nanopatrticles in mesoporous supports) and gain insight into the impact
of particle size, confinement, and pore structure on the functionality of
these materials for applications in catalysis and hydrogen storage.

density (e.g., metals). Nevertheless, in some cases it is
possible to extract sample thickness or chemical informa-
tion.!? This should not distract from the fact that the
resolution in the third dimension is usually not better than
the thickness of the sample, which might be several hundred
nanometers. Thus, from a single image, the position of a
metal particle with respect to its support, e.g., on the surface
or in the inside, can only be inferred in rare cases. To
overcome the issue, two or more images> !> or serial
sectioning of the sample by microtomy'® have been applied.
Recent developments in optical sectioning by aberration-
corrected STEM, which is, in a way, similar to confocal
optical microscopy, hold great promise for the future.!” For
samples with a periodic architecture, electron crystallography
can elucidate the 3D structure accurately.>7-!%1
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A general approach to 3D imaging of complex materials
with a nonperiodic 3D structure is provided by electron
tomography (ET). The growing importance of ET has been
previously reviewed with emphasis on materials science?*?!
and biological sciences,?? % as well as in context with other
nanotomographic techniques.?®?’ This review presents, after
introducing the technical aspects of ET, a comprehensive
overview to the rapidly emerging field of ET for the study
of heterogeneous catalysts and related nanostructured materi-
als. Sections are organized following the materials classes
of zeolites, ordered mesoporous materials, disordered oxide
supported catalysts, carbon materials, and miscellaneous
materials (ceramics, polymers, and nanocomposites).
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Figure 1. Schematic beam path in TEM and STEM. The images below, acquired in the corresponding imaging mode, show SBA-15

particles on a carbon support film with 5 nm gold spheres attached.

2. Technical Aspects

In ET, a series of 2D images (commonly 50— 150 images)
is collected by tilting the specimen in the electron beam and
recording an image at each tilt step. Subsequently, the series
of images (tilt series) is aligned with respect to a common
origin and tilt axis. Finally, the 3D morphology of the object
is reconstructed using numerical algorithms. Details of the
workflow, from data acquisition to visualization of results,
are given in section 2.3.

2.1. Basic Principle

The mathematical framework underlying tomography was
developed by Johan Radon and forms the basis for what has
come to be known as the Radon transform.?® It applies to
many situations where it is practicable to determine structural
properties of an object from data that leave the object
complete, e.g., by using transmitted waves or particles.”
Applications range from X-ray tomography’*3! to electron
tomography in catalysis.?>** The Radon transform maps a
real space object by its projections, which is equivalent to
probing of a sample by a transmitted signal such as an
electron beam. From these projections, the object structure
can be reconstructed by applying the inverse Radon trans-
form. To which extent TEM and STEM images can be
considered to be projections will be discussed in section 2.4.

For a more intuitive understanding, a connection between
the information in a series of projections and the 3D object
structure is needed. To highlight this connection, we make
use of the close relationship between the probably better
known Fourier transform and the Radon transform. It can
be shown that the Fourier transform of a 2D projection is

equal to a central slice through the 3D Fourier transform of
the object. For a detailed discussion of this theorem, the
Projection-Slice theorem, we refer to the book by Deans.”
A schematic representation of the tomographic reconstruction
using the Projection-Slice theorem is depicted in Figure 2.
By combining multiple projections, i.e., multiple central
slices at different tilts, the 3D Fourier space of the object is
sampled, and an inverse Fourier transform reconstructs the
3D object.

First strides toward tomography using electron micro-
graphs date back to 1968.34%¢ Historically, the application
of ET has been the domain of biology, where it is used to
image the 3D structure from molecules to entire cells.??”2*
In the past decade, the range of materials studied by ET has
extended dramatically. Enabling factors include the avail-
ability of large-area charge-coupled device (CCD) cameras
and microscope automation.’’ Nowadays, a number of
academic and commercial tools for automated data acquisi-
tion exist, such as UCSF tomography,*® SerialEM,** TOM
software toolbox,* EMMenu (TVIPS GmbH, Gauting,
Germany), Xplore3D (FEI company, Eindhoven, The Neth-
erlands), TEMography (JEOL Ltd., Tokyo, Japan), and
Digital Micrograph 3D ET (Gatan Inc., Pleasanton, CA).

With the increasing diversity of samples examined by ET,
imaging modes other than bright-field TEM gain importance.
Which mode to choose, e.g., TEM versus STEM, will depend
upon the combination of material and scientific questions.
A comprehensive list of imaging modes that have been used
for tomographic reconstruction is given in section 2.3. At
present, mainly bright-field (BF) TEM tomography and high-
angle annular dark-field (HAADF) STEM tomography are
applied for studying catalysis-related nanostructured materials.
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inverse Fourier transform. By combining projections recorded at
multiple tilts (here shown for single-axis tilting around X), the 3D
FT of the object is probed. An inverse Fourier transform then
reconstructs the 3D object.
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2.2. Resolution

In principle, electron tomograms can be reconstructed from
any set of projections taken along different directions.
However, mechanical and technical constraints prevent
accurate and reproducible sample movement with six degrees
of freedom, thus limiting the variety of practicable data-
acquisition schemes. At this point, it has to be noted that
the applied data-acquisition scheme largely determines the
obtainable resolution. Here, we will restrict the discussion
to single-axis tilting, although alternative approaches, such
as conical tilting*' and dual-axis tilting,*** are also employed.

In single-axis tilting, the object is tilted in increments about
the rotation axis of the microscope goniometer from one
extreme of the tilt range to the other, e.g., from —70° to
+70°. Assuming a perfect alignment, the resolution along
the rotation axis (x-axis in Figure 2) is equal to the resolution
in the original micrographs. The resolution in the direction
perpendicular to the holder and beam axis (y-axis in Figure
2) is determined by the number of projections, N, and the
diameter, D, of the reconstructed volume:**

7D
d, =77 (1)
The above expression, referred to as Crowther criterion,
assumes that the images are acquired over a range of £90°.
The resolution parallel to the beam direction (z-axis in Figure
2) is further affected as a result of the limited tilt range of
the microscope goniometer or shadowing of the imaged area
by the sample holder at high tilt angles. Angular limitations
lead to a “missing wedge” of information that causes an
elongation (e,,) of the reconstruction point-spread function.
The elongation factor can be estimated*’ from the maximum
tilt angle (o) as follows:
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On the basis of the above equations and Figure 2, it
becomes clear that increasing the tilt range while decreasing
the tilt increment will improve the resolution. A graphical
representation of the effect of tilt increment and maximum
tilt angle on reconstruction results is given in Figure 3. In
practice, resolutions better than predicted by the Crowther
criterion have been obtained but not understood.?#6~4

Alternatively to geometrical considerations as brought
forward in the Crowther criterion, progress is made by
defining standards for resolution estimation.>*~>? Unfortu-
nately, a straightforward quantitative verification of resolution
is not available for electron tomography.?

2.3. Workflow

First, a few comments about sample holders and sample
preparation are necessary. As a result of the high tilts required
for ET, typically £70°, a high-tilt sample holder and a
suitably prepared sample have to be used. The high-tilt
sample holder allows for tilting of the specimen in the
microscope to high angles without touching the objective
lens pole piece or the objective aperture blade. Its construc-
tion also prevents shadowing of the viewable grid area by
the holder edges. Single-tilt and tilt-rotate holders are
commercially available.

The specimen grid should be chosen such that shadowing
of the viewable area by the grid bars is minimal. In general,
large-mesh grids or parallel-bar grids are best suited. In the
first step, colloidal gold particles of 5—15 nm size, depending
on the desired magnification, are deposited onto the TEM
grid. The gold particles serve as markers and aid in the
alignment of the tilt series. Gold markers are not mandatory
but have proven to be a successful and straightforward
approach.> In the second step, the sample material is placed
on the (carbon) support film in form of a fine powder or an
ultramicrotome section. Powders are commonly applied by
ethanol suspension in an ultrasonic bath, subsequent ap-
plication of a droplet of the suspension onto the grid, and
then drying. For ET samples, dilute suspensions are favorable
since a lower density of particles on the support film prevents
shadowing by neighboring structures at high tilts. For
microtome sections, tilting to high angles causes the effective
beam path through the sample to increase. One should keep
in mind while cutting the sections that the effective path
length at 70° tilt is ~3 times the section thickness.

Once the sample is ready, further steps and parameters
from tilt-series acquisition to visualization of the final results
are outlined in Figure 4. Acquisition is aided by automated
corrections for specimen drift and focus during tilting. 38404
As discussed in section 2.2, increasing the tilt range while
decreasing the tilt increment will improve results. For
acquisition of the tilt series, three main parameters are
important: tilt range (~=£70° or higher), tilt increments
(~1-—3°), and electron dose, commonly controlled by the
image-acquisition time (~1—4 s in TEM and 10—80 s in
STEM). Since beam settings (e.g., spot size, condenser
aperture, etc.) may differ significantly between TEM and
STEM, a comparison of applied electron doses based on the
acquisition times alone is inappropriate. In fact, one has to
calculate for the given settings the total number of electrons
imparted on the sample per unit area throughout tilt-series
acquisition.
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Figure 3. Effects of maximum tilt angle and tilt increment on the tomographic reconstruction. In general, increasing the maximum tilt
angle and decreasing the tilt increment improves results. Bright zones to the left and right of dark objects result from the reconstruction
point spread function (weighted backprojection), and dark zones on the bottom and top are caused by the limited maximum tilt angle.
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Figure 4. Workflow scheme.

The limiting factor for acquisition, in many cases, is
electron-beam-induced damage to the specimen.’> Care has
to be taken that changes in the specimen are negligible and
do not hamper the reconstruction. This does, however, not
preclude ET from being applied to beam-sensitive materials
such as frozen-hydrated (cryo) samples in life sciences. As
pointed out by Hegerl and Hoppe in the dose-fractionation
theorem, the electron dose required to detect structural
features at a given level of statistical significance and
resolution is the same for 2D and 3D imaging.’’ More recent
computer simulations confirmed that the theorem is ap-
plicable to realistic experimental conditions.*® For a more
detailed discussion of Cryo-ET, we refer to the recent
literature. >

To conclude the comments on acquisition, a cautioning
remark on the amount of data that is acquired and will have
to be processed seems appropriate. One tilt series recorded
on a 2048 x 2048 pixel CCD camera over an angular range
of £70° at 1° increments will have a file size of ap-
proximately 1.1 GB (8 MB x 141 images).

While automated data collection is able to compensate for
the major movements during acquisition, accurate alignment
of the set of 2D images to a common origin and rotation
axis has to be performed after data collection. Preceding
alignment, TEM images are commonly corrected for pixels

with unusually high values—*“hot pixel”’—that can be at-
tributed to X-rays.®* The two principal approaches to align
a tilt series are alignment by cross-correlation® and alignment
by tracking fiducial markers, i.e., colloidal gold.> In the case
that the tilt-axis direction is known or can be determined,
cross-correlation is a straightforward means for translational
alignment. It is based on an overall match between image
features common to two projections. To optimize results,
appropriate numerical filters are employed to enhance image
features that can be easily cross-correlated to each other and
to reduce noise sensitivity.?!%!

Alignment by tracking fiducial markers determines both
translational alignment and the tilt-axis direction.”® For a set
of gold markers, commonly 10—30, a fiducial model is
generated by tracking their centers either manually or by
automated procedures throughout the entire image series.
This model is then used to determine relative shifts and
rotations between images, by applying least-squares mini-
mization.”® In general, fiducial models from automated
tracking have to be refined. Finally, by applying the
translational and rotational corrections, an aligned tilt series
is obtained, from which the tomogram can be reconstructed.

Common academic and commercial software packages for
alignment and reconstruction of ET data include IMOD,%2
TOM software toolbox,* EMMenu (TVIPS GmbH, Gauting,
Germany), Inspect3D (FEI company, Eindhoven, The Neth-
erlands), TEMography (JEOL Ltd., Tokyo, Japan), and
Digital Micrograph 3D ET (Gatan Inc., Pleasanton, CA).
Tomographic reconstruction is carried out using numerical
algorithms of which weighted backprojection techniques
(WBPs) are most common.®® With increasing processing
speed of desktop computers, iterative methods gain
importance.**~7° For a detailed discussion of reconstruction
algorithms, we refer to the literature.?"!

The last step in the workflow is the visualization of 3D
results. This is a rather broad topic, and approaches will differ
depending on the structures under investigation or the
imaging technique used. In general, the tomogram will
contain intensity variations that are interpretable as variations
in imaged object property, e.g., mass density. Common ways
of presenting 3D data include the display of consecutive
numerical cross sections as a movie, rendering of a surface
belonging to a specific intensity value, and rendering of the
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object volume with a color scheme where each color
represents a certain range of intensities. While most of the
above-mentioned alignment and reconstruction software
packages include tools for visualization, often dedicated
programs such as UCSF Chimera’?> and Amira (Mercury
Computer Systems, Inc., Chelmsford, MA) are utilized.

Another very interesting and relevant approach, which
provides quantitative structural information from ET data,
is image analysis by segmentation.”>~”> Image segmentation
is the process of dividing an image (here the tomogram) into
its parts for further analysis. The type of analysis applied
will differ depending on the scientific question but can
include the particle-size distribution,**’® the particle location,”’8
and the local curvature of surfaces,’®” of which examples
will be given later in the article.

2.4. Imaging Modes

Electron microscopy provides a variety of modes to probe
the sample, and as a result, there are a considerable number
of possible ET modes, too. For a comprehensive overview,
tested approaches are listed corresponding to the two most
distinct modes for forming an image, i.e., parallel (TEM) or
convergent (STEM) illumination, as outlined in Figure 1.
For parallel illumination, bright-field (BF) ET,3>3349.78.80
annular dark-field (ADF) ET 3! energy-filtered (EF) ET 2082786
holographic ET,¥ % weak-beam dark-field (WBDF) ET,”
and diffraction ET°!®? are reported in the literature. Using
convergent illumination high-angle hollow-cone dark-field
(HADF) ET,” annular dark-field (ADF) ET,’** energy-
dispersive X-ray (EDX) ET,*® and high-angle annular dark-
field (HAADF) ET?*% have been applied. In the following,
we will restrict our discussion to BF TEM ET and HAADF
STEM ET, since they are the most common techniques for
studying catalysts. An example of EF TEM ET will be given
in section 3.4.

For application to inorganic materials, care has to be taken
that the images of the tilt series fulfill the projection
requirement mentioned in section 2.1. A detailed assessment
of the validity for BF TEM ET is given by Hawkes.” It is
concluded that, for weakly scattering materials where mass
thickness (absorption) is the dominant contrast mechanism,
electron microscope images are essentially projections on
which a tomographic reconstruction can be based. Alterna-
tively, phase-contrast images are used for very weakly
scattering objects, such as unstained life science specimens
and polymers. However, in the case of crystalline materials,
where Bragg diffraction significantly contributes to image
formation, BF ET has been suggested to be of only limited
value.?*® In contrast, many successful applications of BF
ET to crystalline materials are reported in the literature.” %2
The observation that orientation, i.e., diffraction condition,
dependent contrast does not strongly effect the tomographic
reconstruction can be rationalized by the fact that diffraction
contrast is only present in a few images of the tilt series,
while ET averages over a much larger number of images.
An evaluation of the effect of Bragg diffraction on the
reconstruction quality of BF TEM ET is given by Feng et
al.,'® and a direct comparison of TEM and STEM recon-
structions of a crystalline object is given by Friedrich et al.**
As a rule of thumb, crystalline domains should be small to
prevent, e.g., thickness fringes and bend contours, and use
of an objective aperture reduces the occurrence of displaced
diffracted images and also the spatial resolution. In summary,
it can be concluded that, for weakly scattering crystalline

Friedrich et al.

materials (zeolites) or highly scattering small crystallites
(supported catalysts), BF TEM ET provides reliable 3D
structural information.*’

For 3D imaging of crystalline materials, predominantly
incoherent signals, such as HAADF STEM and EF TEM,
improve the projection relationship between mass density
and image intensity.?*®* HAADF STEM images (Z-contrast
images) are formed by electrons scattered close to the nucleus
of the atom. This causes the scattering cross section for
Z-contrast to approach the unscreened Rutherford potential,”®
which is approximately proportional to the square of the
atomic number Z.2 To avoid effects from Bragg scattered
electrons, the required inner collection angle of the detector
can be estimated from the atomic thermal vibrations, which
gives ~40 mrad for silicon at 200 kV.2%!% In addition,
dynamical channeling effects may lead to changes in image
intensity. The main advantage of HAADF STEM to be
exceptionally sensitive to high-Z elements leads, on the other
hand, to difficulties when imaging high and low-Z elements
together. In HAADF STEM ET, optimized for reducing the
Bragg effects of high-Z elements, low-Z elements are hard
to detect, since they almost do not scatter electrons into large
angles. For imaging of metal particles and carbon supports,
combined approaches utilizing the bright-field and low-angle
annular dark-field signals in addition to HAADF have been
suggested.”

If one keeps the limitations of each technique in mind, in
context with the composition and structure of the studied
material as well as the scientific question, electron images
are in first-approximation projections suitable for tomo-
graphic reconstruction. As a guide, low-Z materials contain-
ing small high-Z crystalline domains can be readily imaged
in 3D by BF TEM and HAADF STEM ET. Furthermore,
HAADF STEM ET increases the contrast for high-Z elements
and reduces diffraction effects for large crystallites.

3. Applications

Applications of ET to catalyst materials are very broad,
and the following sections are organized corresponding to
the materials classes of zeolites, ordered mesoporous materi-
als, disordered oxide supported catalysts, carbon materials,
and miscellaneous materials.

3.1. Zeolites

Zeolites are crystalline microporous materials that are
widely applied as catalysts in the chemical industry.'® The
first applications of ET to a zeolite system, and the first to
heterogeneous catalysts in general, were published by Koster
et al.3>1% Characterization of an Ag/NaY crystal in 3D
showed unequivocally the location of 10—40 nm Ag particles
inside and outside the NaY structure. In addition, the first
results on the viability of 3D imaging of mesopores in
zeolites are given.’> The special interest in imaging of
mesopores can be concluded from recent reviews.'"”!% For
applications like cracking of heavy oil fractions, cumene
production, alkane hydroisomerization, and, more recently,
fine chemicals synthesis, the shape and connectivity of
mesopores in zeolite crystals is of major importance. The
mesopores ensure an optimal accessibility and transport of
reactants and products, while the zeolite micropores induce
the preferred shape-selective properties.

ET has been used to study various strategies to introduce
mesopores in zeolites, namely, steaming, acid leaching, base
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Figure 5. Slices through 3D reconstructions of steamed zeolite Y (a), steamed and acid-leached zeolite Y (b), and high-meso zeolite Y (c)

showing the formation and connectivity of mesopores.
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Figure 6. Mesopore size distributions of steamed zeolite Y (USY) and steamed and acid-leached zeolite Y (XVUSY) obtained by image
analysis of electron tomograms (a) and 3D representation of steamed and acid-leached zeolite Y (b) showing the mesopores through the

transparent surface of the particle.

leaching, and secondary templating during synthesis. Main
objectives of these studies were to determine how the post-
or pretreatments effect the three-dimensional location, shape,
and connectivity of the mesopores. In two papers from our
group, a detailed formation mechanism of mesopores was
proposed by studying a series of steam-treated and acid-
leached zeolite Y.3*!% The tomograms in Figure 5 directly
show that steaming and acid-leaching treatments are suc-
cessful to obtain highly mesoporous zeolite Y crystals. It
was concluded that mild treatments result in many cavities
inside the crystals (parts a and b of Figure 5), while more
severe treatments cause a loss of crystallinity and a decrease
of micropore volume. After a special hydrothermal treatment
(U.S. Patent 5601798 (PQ Corp)), zeolite Y crystals with
very high mesopore volumes (Figure 5c) and networks
consisting predominantly of interconnected cylindrical me-
sopores were obtained.

An alternative approach, first studied by Jacobsen et al.,
utilizes a secondary carbon template for creating intracrys-
talline mesopores during zeolite synthesis.''® ET results
showed that both carbon nanofibers and carbon black
aggregates were capable to act as a template for cylindrical
mesopores that start at the external surface of the zeolite
crystals.!!! The tortuosity of the mesopores templated by the
carbon black aggregates was much higher than the cylindrical
mesopores templated by the carbon nanofibers.

The most recent approach introduces mesoporosity in
zeolites by desilication, also referred to as base leaching.''?
In a study on the controlled desilication of ZSM-5, details
of obtained 3D structures are reported.!!'* While Al gradients
lead to a rather uniform mesoporosity development in the
interior of the crystal, the outer Al-rich surface remained

relatively unaffected. Desilication coupled to ET is seen as
a suitable tool to elucidate aluminum gradients, which in
the future will enable the fabrication of highly porous
particles with tunable void volumes, sizes, and accessibility.

As a last example, we would like to highlight the
quantitative structural analysis of mesopores inside single
zeolite crystals.!* The results of the image analysis, displayed
in Figure 6, confirm that quantization from ET is possible
and agreed well with physisorption measurements of the bulk
material.'’ While physisorption methods prevail in the
characterization of the bulk mesopore properties, analysis
of individual objects by ET does not assume a specific pore
shape, which makes both approaches complementary.

The results presented in this section illustrate that bright-
field TEM ET provides reliable 3D structural information
of low-Z crystalline materials. Detailed insight into shape
and connectivity of mesopores will contribute to enable a
rational design of zeolite-based systems that display im-
proved catalytic properties.

3.2. Ordered Mesoporous Materials

The introduction of ordered mesoporous materials (OMM:s)
has opened up a completely new field of research.''>!1
OMMs show great potential for applications ranging from
chromatography, over drug delivery,''® to catalysis.''” OMM
self-assembly is carried out by sol—gel synthesis in aqueous
solution with various surfactants or polymer templates to
allow a wide range of pore sizes, pore morphologies, and
chemical compositions.

Structural elucidation of OMMs, commonly carried out
by model-based analysis of electron micrographs, X-ray
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Figure 7. Model of 2D hexagonal pore ordering in MCM-41 and SBA-15 (a), TEM image of MCM-41 with a hexagonal pore shape (b),
numerical cross section through reconstruction of SBA-15 showing corrugated mesopore walls in dark gray and pore connections by arrows
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diffraction (XRD), and physisorption data, can be aided by
ET, in particular for complex nonrepeating morphologies that
deviate from ideal geometry. To illustrate this point, in Figure
7 the pore structure of the two most prominent ordered
mesoporous silicas (OMSs), namely, MCM-41 and SBA 15,
are shown. While both OMSs expose a 2D hexagonal pore
ordering!!>!1® (Figure 7a), MCM-41 mesopores (Figure 7b)
can have a hexagonal-to-round pore shape,!?*!?! and SBA-
15 mesopores (Figure 7c) are corrugated and interconnected. 2214
In particular, the pore corrugation of SBA-15 requires a local
description, which was recently provided by combining ET
and image analysis.'? Pore corrugation was modeled in terms
of a locally variable pore radius and center, and results
compared well with the corona model used to analyze XRD
and physisorption data. Also, the mesoscopic ordering of
SBA-15 pore has been examined by ET.'?® Although a 2D
hexagonal lattice of mesopores existed on a microscopic
scale, irregularly curved pores (U-shaped) on the mesoscopic
length scale were also observed. Thus, the diffusion path
length in curved pores may be much larger than commonly
estimated from the particle size. A second example in this
field revealed the local morphology of submicron Michigan
State Univerity (MSU)-type particles.'”” It could be shown
that the structure was composed of folded ribbons of
hexagonally packed mesoporous silica, enclosing cavities
inside the particle. The material (consisting of small particles,
large pores, and cavities) was found to have very similar
separation properties to those of commercial powders used
in high-performance liquid chromatography. A detailed
quantitative analysis of the 3D pore structure of chromato-
graphic adsorbents can be found in the paper by Yao et al.'*

More recent studies investigated macroporous ordered
siliceous foams (MOSFs),'? chiral mesoporous silica
(CMS),"" silica possessing a concentric circular mesostruc-
ture,'! cage-type mesoporous silica FDU-12,'3? and periodic
mesoporous organosilicas (PMOs).'** The MOSFs form a
honeycomb structure where each silica vesicle (~100 nm
diameter) is a hexagonal prism linked with three adjacent
cells from the next layer.'? For the CMS, prepared from
achiral cationic surfactants, mesopores running spiral within
the particle could be visualized. Particle morphology and the
helical pitch could be systematically controlled by varying
the ammonia concentration during preparation, and ET
indicated that a particle can be composed of two helical rods
of opposite handedness.!* In contrast, silica with a concentric
circular mesostructure was composed of hexagonally ordered
pores without helical pitch, thus forming closed rings.'?! For
the ordered cage-type mesoporous silica FDU-12, intergrowth
between cubic and hexagonal close-packed structures was
observed, and ET enabled the direct visualization of stacking
faults.!*? Also in the PMO material, stacking faults could be

visualized, but, most interestingly, changes in pore length
and ordering could be tuned by the acidity of the reaction
mixture.!*3

While the above examples utilized bright-field TEM ET,
OMM materials can also be imaged using HAADF STEM
ET as shown by the Midgley group. In an approach, referred
to as real-space crystallography, the MCM-48 lattice structure
was modeled.”** ET results of the complex gyroid-like 3D
pore network were consistent with the proposed space group
of Ta3d'® but showed differences along the [111] zone axis.
On the basis of the findings, a new pore model was
suggested. Most notably, a grain boundary could be imaged
in the MCM-48 particle, since ET resolves nonperiodic
structures. This should not distract from the fact that electron
crystallography of OMMs, pioneered by the Terasaki group,
is an increasingly important technique in the field.”'3¢137

For applications in catalysis, the ordered pore arrangement
in combination with a very narrow pore-size distribution
makes OMMs excellent model supports for active phases
and reference systems to study catalyst preparation.'*® In
particular for MCM-41, the first representative of ordered
mesoporous silica (OMS), isomorphous substitution of metal
ions into the silica framework or deposition of metal particles
onto the mesopore surfaces have been extensively studied.'®
Not surprisingly, first applications of ET to this field dealt
with MCM-41-supported metal particles. In a series of studies
by the Midgley group, the dispersions of PdsRug?*%!4? and
RuoPt,'*! in MCM-41 were studied. An account of the
catalytic performance of bimetallic nanoparticles for hydro-
genations is given by Thomas.'*> ET results of the PdgRug
system proved that the mesoporous structure of the silica
could be faithfully reconstructed with little sign of beam
damage. The bimetallic particles did have a definite size
distribution as a result of coalescence, with larger particles
present outside the mesopores and the smaller ones present
inside. For Ru;oPt,/MCM-41, a high particle density com-
bined with good dispersion of the bimetallic phase inside
the mesopores was observed (Figure 8).'*! Moreover, the
local catalyst loading was calculated to be 1.4 x 107> g m ™2
by counting the number of Ruj(Pt, particles and measuring
the internal surface of the silica inside a subvolume of the
reconstruction. From the fact that imaging of 12 atom
clusters, known to be <1 nm in diameter, was successful, a
tomographic resolution of ~1 nm in all three dimensions
could be inferred.!*>!*! This value exceeds the resolution
predicted by the Crowther criterion discussed in section 2.3.

Although MCM-41 has quite unique structural properties,
its thin pore walls are prone to collapse in boiling water. In
contrast, SBA-15 exhibits better hydrothermal stability as a
result of its thicker silica walls.''® Thus, SBA-15 can be
applied over a larger range of reactions conditions and,
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Figure 8. Two perpendicular voxel projections of MCM-41
supported Pt/Ru nanoparticles (a, b), and surface render of single
mesopore segment with two nanoparticles inside (c). Reprinted with
permission from ref 141. Copyright 2004 American Chemical
Society.

therefore, is a suitable support material for heterogeneous
catalysts. In a series of studies by our group, structural
properties of SBA-15 model catalysts containing ZrO,,'*?
Au% and NiO *'% particles were investigated. ET
provided unequivocal information on the location and size
of the metal (oxide) particles inside of the support. Micro-
scopic observations, namely, blocking of mesopores by
incorporated particles, could be directly correlated with
features in the desorption isotherm of N,-physisorption
experiments.'*>!* For all guest phases (ZrO,, Au, NiO), a
nonuniform distribution of particles in the mesopores of the
support was found. While in some pores many particles were
present, other pores did not contain any particles.

The effect of an inhomogeneous distribution on the local
loading in filled pores was studied in detail for NiO/SBA-
15 model catalyst.*’ Quantification by image analysis showed
that, locally, a loading twice the average bulk loading was
present (Figure 9). The ET-derived NiO particle-size distri-
bution was in agreement with the diameter obtained by XRD,
and statistical analysis of the nearest-neighbor distances is
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only one possibility to utilize the information provided by
ET for the study of catalysts. Additional examples for the
quantitative analysis of electron tomograms are given by
Ersen et al.'®

The presented examples show that ET has become an
indispensable technique for the 3D structural investigation
of OMMs and OMM-based heterogeneous catalysts. It is also
expected to facilitate understanding of OMS-templated
nanostructures,'*® such as gold nanorods with tunable aspect
ratios synthesized in SBA-15 by a seed-mediated growth.'#’
Here, we also would like to mention applications of ET to
nanostructures formed by alternative routes, such as Pt fibers
grown by guided deposition of nanoparticles in a physically
confined self-assembly of surfactants,'*® nanoporous gold
fabricated by chemically dealloying AuAg films,'* hetero-
structured GaP—GaAs nanowires grown by metal—organic
vapor-phase epitaxy,'™® and helical or zigzagged GaN,
7ZnGa,0,, and Zn,SnO4 nanowires grown by the vapor—
liquid—solid mechanism.'>!

3.3. Disordered Oxide Supported Catalysts

Disordered oxide-supported catalysts are often applied in
industry since they combine a relatively high dispersion
(amount of active surface) with a high degree of thermosta-
bility of the catalytically active component. In this section,
silica and alumina supports are discussed, while other
ceramics (ceria, zirconia, and titania) are presented in section
3.5. The first example in this section investigated the 3D
localization of Pd particles in two Pd/SiO, cogelled cata-
lysts.”® Structural differences were quantified by image
analysis, and an illustration of the results are presented in
Figure 10. For a Pd loading of 1.1 wt %, an earlier simplified
geometrical model could be confirmed, in which the Pd
particles (4.4 + 1.1 nm diameter) are located in the center
of the primary silica particles (12.5 + 4.8 nm diameter).
When the Pd loading increased to 3.1 wt %, the diameter of
the Pd particles increased slightly (4.8 £ 1.3 nm diameter),
while the diameter of the silica skeleton decreased (10.3 +
4.8 nm). ET proved that, for the higher loading, a significant
fraction of the metal was also located outside the silica.

Alternatively to cogellation deposition of the active metal
phase inside the silica, deposition of a catalyst precursor on
the silica surface (i.e., by impregnation with a precursor-
containing solution followed by drying and calcination) is
also extensively used in catalyst preparation. In a case study
by the Midgley group, ET was applied to image the
dispersion in a highly effective RusPtSn/SiO, catalyst for
single-step hydrogenation.' The RusPtSn phase had a
tendency to be evenly distributed, mainly close to the surface
of the silica particles, and no sintering occurred during
exothermic hydrogenation. Further work of the same group
focused on the dispersion of RugPt,C; in silica gel combined
ET with image analysis.” By determining the location of
catalyst particles as a function of the local curvature of the
support, as seen in Figure 11, preferential sites were
classified. Nanoparticles within the interior preferred the
saddle-shaped surfaces of the support, while nanoparticles
at the support exterior were mainly located in saddlelike and
cuplike regions. Such detailed 3D analysis of the metal
particle location is key in improving the properties of
hierarchically ordered systems.

Alternatively to silica, alumina is one of the most
commonly used supports for preparation of, e.g., oil refining
or Fischer—Tropsch (FT) catalysts. Two ET examples of oil
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Figure 9. Local NiO loading in one SBA-15 mesopore (a), surface view of NiO crystallites in mesopore (b), and volume of crystallites
plotted vs position along the mesopore (c). Reprinted with permission from ref 49. Copyright 2007 American Chemical Society.
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Figure 10. Quantitative analysis of 1.1 wt % Pd on SiO, cogelled
catalyst by Voronoi tessellation of the silica skeleton. Each colored
region corresponds to the silica shell around a specific Pd
nanoparticle. Outer surface of the silica skeleton (a), and three
numerical cross sections showing Pd particles in white (b).
Reprinted with permission from ref 76. Copyright 2005 American
Chemical Society.

refining catalysts are given by Kiibel et al.*’ The studied
catalysts were composed of a high surface area alumina
support with well-dispersed small MoOjs or Pt particles inside
the structure. For the Pt-containing system, the resolution in

cup
saddle
cap

Figure 11. Region of the exterior silica surface colored according
to its local curvature and Ru/Pt particles shown in red (a, b). The
metal particles appear to be situated preferentially in positions with
saddle to cuplike geometry. Reprinted with permission from ref
79. Copyright 2007 American Chemical Society.
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Figure 12. TEM image of a MoS,/y-Al,O; catalyst with 5 nm gold particle (dark spots) attached to the thin section (a), slice through
reconstruction showing the 0.6 nm spaced MoS, crystal planes (b), and voxel projection displaying only the complex interconnected MoS,
network (c). Reprinted with permission from ref 153. Copyright 2006 American Chemical Society.

the reconstruction was sufficient to analyze the Pt particle-
size distribution by means of line profiles. Pt particles had a
diameter between 1 and 3 nm with a distribution maximum
at ~1.8 nm. Further work by our group extended the use of
ET to a commercial, sulfided Ni—Mo/y-Al,O; hydrotreating
catalyst.!>® As seen in Figure 12, the MoS, particles in the
pores of the support were imaged with sufficient accuracy
to resolve the 0.6 nm spaced MoS; crystal planes. The MoS,
particles form a complex interconnected structure within the
mesopores, and their individual shape largely deviates from
simple models as derived from studies on model catalysts.
Without a doubt, such information is extremely valuable to
aid in first-principle modeling of sulfide catalysts.'* This
includes recent strides toward atomic resolution tomography
of MoS,-based fullerene-like nanostructure by the combina-
tion of low-voltage electron microscopy with aberration-
corrected phase-contrast imaging.'3

The last example in this section deals with catalysts for
the Fischer—Tropsch (FT) process that receive much atten-
tion in both academia and industry. In work by Arslan et
al., the structure of two unreduced Re-promoted Co;04/
alumina FT catalysts was investigated.'® It was concluded
that the less Csi selective catalyst consisted of fully
interlocking metaloxide/y-alumina aggregates. When a Ni
impregnated and high-temperature heat-treated y-alumina
support is used, a fine distribution of Ni aluminate within a
coarser a alumina skeleton is observed. In this catalyst the
Co304 shows a preference to form nanocages around the Ni
aluminate. After reduction, the metallic Co might display a
more open local environment, which is believed to be
responsible for the higher Cs; selectivity of this catalyst.
The case studies cited in this section illustrate the potential
of ET for investigating systems with a complexity approach-
ing industrial catalysts at (sub)-nanometer resolution.

3.4. Carbon Materials

Carbon materials are widely used as catalyst supports,
absorbents, and additives in the chemical, pharmaceutical,
food, and agricultural industries because of their high surface
area, low cost, and good chemical stability in liquid media.
The most commonly used structures are activated carbons,
carbon black, graphite, and carbon fibers/tubes. One of the
advantages of carbon-based catalysts relates to the facile
reclaim of noble metals simply by combusting the carbon.
Since ET studies of nonfunctionalized carbon materials are
sparse, existing examples will be given prior to the func-
tionalized structures. At the end of this section, carbon
nanotube/polymer composites and the morphology of carbon

black emissions, in context with its environmental impact,
will be discussed.

The first ET studies of carbon-based catalysts were carried
out by the Midgley group using HAADF STEM ET on a
Pd/C system.%”!57 The carbon support (400—600 nm in
diameter) and the Pd nanoparticle aggregates larger than
6—10 nm could be successfully resolved in 3D. In some
instances, clear clustering of the 1—20 nm sized particles
was observed. Further work of the same group on a Pt/C
system showed that, down to a size of 5 nm, the shape and
size of the Pt particles was well-resolved.'>® However,
characterization of the carbon matrix by HAADF STEM ET
was difficult, and a combination with low-angle annular dark
imaging was suggested to improve results (see also section
2.4).%

Two additional examples of ET to study the 3D structure
of Pt/C catalysts are given by Wikander et al.'®® and
Abrosimov et al.** In the former case ~3 nm sized Pt
particles on an ordered mesoporous carbon (KIT 6 replica)
were imaged, and in the latter, ~2—4 nm sized Pt particles
on a poorly crystallized carbon support (Sibunit) were
imaged. In both instances, ET confirmed that the particles
were distributed at both the interior and exterior surfaces of
the support and some larger agglomerates were present. For
the Sibunit support (hollow carbon globules), BF TEM ET
resolved a gap of 15 nm in the globule structure, rationalizing
dispersion of the Pt particles in the inside.

Applications of Pd/C and Pt/C systems range from
hydrogenations'® to electrodes in fuel cells.'®! In a polymer
electrolyte membrane (PEM)-type fuel cell, a polymer
electrolyte (commonly Nafion) separates the two carbon
electrodes. The Pd or Pt nanoparticulate catalyst is deposited
inside the pores of the carbon. Therefore, efficient penetration
of the pores by the polymer electrolyte, and hence effective
electrical contact, is essential for the fuel cell performance.
An ET study linked the performance of the PEM-type fuel
cell to the Pt and the Nafion distribution.'s? It could be shown
that an autoclave treatment promoted the penetration of the
Nafion into carbon black pores smaller than 100 nm, where
90% of the Pt was located, thus improving utilization of the
catalyst. Such detailed insight can also aid in evaluating the
long-term stability of fuel cell systems. !

In context of mobile power sources, we also would like
to mention ET results on carbon nanospheres (CNSs) used
in Li-ion battery cathodes. An important strategy to improve
the charge/discharge rate of the batteries is to interpenetrate
the negative electrode and electrolyte on the nanoscale, thus
increasing the effective interface area. An ET study showed
that CNSs can have a heterogeneous core—shell structure.'**
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Figure 13. Palladium nanoparticles on the inside and outside of a multiwalled carbon nanotube. TEM image from the tilt series (A) and
numerical cross sections through reconstruction (B—D). The presence of an amorphous phase (from suspension in ethanol for TEM sample
preparation) wetting both the inside and the outside could be observed. The 10 nm sized spots on the outside are colloidal gold particles
deposited to aid in alignment of the data set. Reprinted with permission from ref 78. Copyright 2007 American Chemical Society.

In combination with high-resolution TEM, it was concluded
that the outside consisted of a series of ~10 nm thick faceted
carbon walls, while the inside did not show graphitic
ordering. Structure defects seemed to be concentrated along
the ridgelines of the CNS particles and are possibly the ion
paths causing improved battery performance. Application of
ET to study the 3D structure of batteries has been suggested
previously,'® and now, with the first application showing
success, a more extensive use can be expected.

Another carbon structure with great potential as catalyst
support'® are carbon nanotubes (CNTs).!%” In the first ET
study of CNTs, the hollow core could be resolved in 3D,
which until then was only inferred from 2D imaging.'®® In a
recent paper by Bals et al., the morphology and composition
of bamboolike CNTs including the catalyst particle were
investigated.'® ET results showed that the hollow compart-
ments had a conelike 3D structure and that cavities were
present in the catalyst particle. Intensity variations between
different parts of the catalyst particle indicated an inhomo-
geneous composition, which was identified to be Cu and
Cu,0 by EF TEM. Reconstruction of the 3D structure was
carried out by an algorithm that combines reconstruction and
segmentation, which allowed quantitative information on the
individual phases to be obtained in a straightforward manner.

From an application point of view, interfaces between
nanotubes and metals are of considerable interest. In work
by the Muller group, the buried interfaces between nanotubes
and the metal were studied by ET.!”° Samples were prepared
by electron-beam evaporation of metals onto commercially
purchased nanotubes. Gold was found to deform the nano-
tubes, creating flat contact surfaces. As one goes from poorly
wetting gold to a gold—palladium alloy to palladium and
finally to strongly wetting titanium, a decreasing tendency
for nanotube deformation was observed.

Alternatively to outer surface functionalization, deposition
of an active metallic phase inside CNTs could open up new
possibilities in catalysis as a result of a synergetic confine-
ment effect.!”! In this context, locating the position of the
deposited particles with respect to the tube wall is crucial.
In work by Ersen et al. the filling of multiwall CNTs by Pd
particles (prepared from a nitrate precursor using aqueous
impregnation) was investigated.”® As seen in Figure 13, acid-
treated tubes of 30 nm inner diameter had more than 50%
of the Pd particles located on the inside. At 10 wt % loading,
a homogeneous deposition on the inside of the multiwall
(MW) CNT by 3—4 nm Pd particles with a density of 0.13

particles per nanometer tube length was derived. When
decreasing the inner tube diameter to 15 nm, almost exclusive
deposition on the outside was found. Interestingly, the
diameter of the palladium particles was not affected by their
location, i.e., inside or outside of the nanotube. Further work
of the same author on CoFe,O,/CNTs related preparation
effects (incipient wetness impregnation followed by calcina-
tion) to the average crystallite size and position in the CNT.'”
An example of the 3D morphology of a carbon-nanofiber-
supported Fischer—Tropsch catalyst can be found in ref 173.

The next paragraph leaves catalysis-related applications
and turns briefly to CNT/polymer composites. Despite their
unique properties, research on CNTs is complicated by their
strong cohesive nature, which limits dispersability. When
wrapping single-wall CNTs with a water-soluble polymer,
the dispersability increases, facilitating purification. Also
from an application point of view, good dispersability is
highly desired, since addition of a relatively small concentra-
tion of nanotubes to polymers significantly increases the
electrical, thermal, and mechanical properties of the com-
posite material. In a study on the wrapping of CNTs, it could
be concluded that the polymer (in this case, polysaccharide)
existed as a uniform layer around the CNTs.'” An ET
example on the incorporation of sodium dodecyl sulfate
coated MWCNTs in a polystyrene matrix showed no CNT
aggregation.'” A potential problem when trying to image
such composites is the similar contrast between the two
carbon-based components. To enhance the contrast, EF TEM
tomography can be employed.®® Ratio images of the energy-
filtered tomographic reconstructions clearly differentiate the
MWCNT and the polymer (nylon) region. Low-loss spectra
extracted from the bulk nylon, the nylon surface, a hole in
the nylon, and the CNT hinted toward subtle differences in
the corresponding electronic structure. One can envision
further developments to obtain 3D information on the local
bonding, which would be highly desired for catalytic
applications. Additional studies utilizing EF TEM ET can
be found in the references of section 2.4.

The end of this section dedicated to carbon materials deals
with a topic of general interest closely related to catalysis,
namely, air pollution generated from automotive engines.
Despite the great improvements that fuel producers, car
manufacturers, and legislation have made toward the abate-
ment of pollution, certain limitations of combustion engines
are hard to overcome. One important aspect is the incomplete
combustion of fossil fuels, which in turn creates soot particles



Electron Tomography for Heterogeneous Catalysts

Figure 14. Stereo pairs (wide-eyed) of soot aggregates produced
by incomplete combustion of biomass (a, b) and from a diesel
engine (c, d), illustrating the complex fractal geometry of the
structures. The vertical red bar in the top pair is the support for
TEM imaging. Scale bars are 200 nm. Reproduced with permission
from American Geophysical Union from ref 179. Copyright 2005
American Geophysical Union.

that are emitted in large quantities, ~8 Tg/year.!”® It was
estimated that the overall contribution of soot to global
warming may be second only to that of CO,.!”'7® Soot
typically aggregates into clusters (also referred to as mass
fractals) that consist of numerous small primary particles.
ET studies by the Buseck group investigated the 3D shapes
of soot aggregates.'””!% Two examples are displayed in
Figure 14. It could be shown that morphological parameters
(fractal dimension, radius of gyration, surface area) captured
in 3D more accurately then 2D TEM values estimate
atmospheric lifetimes utilized in global distribution models.
Most importantly, the light-scattering properties of the
complex aggregates were found to be up to 30 times larger
than the values of unaggregated spheres commonly assumed
to model the climate impact of soot.'® In the future, such
results are expected to be applied not only to improve climate
models but also to minimize high-impact pollution.

3.5. Miscellaneous Materials

In this section, other materials like ceramics, polymers,
and nanocomposites that have been investigated by ET are
reviewed. While ceramic supports are often supposed to be
inert (section 3.3), they can also expose catalytic properties. 8182
Titanium dioxide in the anatase form, for example, is a
photocatalyst under ultraviolet light (UV). A combined ET,
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in situ TEM, and electron energy loss spectroscopy (EELS)
study observed structural changes from single-crystalline
TiO, to polycrystals during photocatalytic oxidation of
hydrocarbons.'®® When introducing extrinsic metals, UV-
activated decomposition of organic and inorganic pollutants
can be improved. To determine the 3D morphology of an
Ag/TiO, catalyst manufactured by spray pyrolysis, ET was
employed.'* It could be shown that silver particles of <10
nm were uniformly dispersed on the inside and on the outside
of the titania agglomerate. The spherical titania agglomerate,
with a diameter of 150 nm, was composed of 10—20 nm
titania particles.

Also, ceria and zirconia show properties that go beyond
an inert support.'818 The application of ceria—zirconia
mixed oxides to the three-way catalysts considerably reduced
pollution by increasing the oxygen storage capacity and
thermal stability of the system.'®” Enhanced redox properties
can be induced by severe reduction followed by a mild
oxidation.'®® This process has been associated with a transi-
tion from rounded crystallites to well-faceted oxide par-
ticles.'® ET revealed a final particle shape very close to that
of an octahedron. The observed change in morphology was
also accompanied by an increase of Zr-rich, {111}-type
surfaces, which could be key factors in understanding the
distinct chemical behavior of the ceria—zirconia nanocrys-
tals.'® Further studies investigated the 3D structure of ceria
nanocrystals in the context of their application as oxygen
conductors in solid oxide fuel cells.!”® Crystals prepared by
hydrothermal synthesis predominantly exposed {200} cubic
facets, which offer the largest number of active sites. In
combination with an average particle size of 6.7 nm, ensuring
a high surface area, a high activity is expected.'”® To
conclude the field of ceramics, we also would like to mention
a recent materials science example in which ET was used to
explore the morphology of ceria nanodendrites in an
alkali—borosilcate glass matrix following a glass melting and
annealing procedure.'”!

The next class of materials discussed in this section are
polymers. Their main application in catalysis is as supports,
e.g., for immobilization of homogeneous catalysts to improve
catalyst recovery.'>!* From a structural point of view, block
copolymers, which self-organize into microphase-separated
nanostructures, are of particular interest. ET studies of
diblock copolymers show assembly into 3D structures
composed of hexagonally stacked cylinders'**~1°® and lamel-
lar structures.'”’~!% Triblock copolymers have been shown
to form microdomain structures composed of cylinders with
polygonal cross sections packed in square lattices*” and in
hexagonal lattices.?’! Porous supports can be obtained from
the microphase-separated block copolymer by selective
degradation of one of the microdomain phases.?”> A detailed
3D structural analysis of a porous polymer support containing
Pd particles was carried out by Jinnai et al.”” ET results
unambiguously resolved the porous polymer network with
most of the Pd particles located at the polymer/pore interface
(Figure 15). Using image analysis, quantitative structural
information such as the number of Pd particles per surface
area (490 um™2), the Pd particle size distribution (~4.2 nm
radius), and the penetration of the Pd particles into the surface
(~1.2 nm) could be obtained. For a detailed account on the
3D structural characterization of polymers, we refer to a
recent review.>

Closely related to many of the above materials is the field
of nanocomposites, which was already discussed for carbon
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Figure 15. Surface visualization of porous polymer (A), Pd
nanoparticles (B), superposition of porous polymer and Pd (C), and
close-up view (D) of the region boxed in (C). Reprinted with
permission from ref 77. Copyright 2006 John Wiley and Sons, Inc.
and The Japan Chemical Forum.

nanotubes in section 3.4. Nanocomposites are created by
introducing nanoparticulate fillers into a matrix material to
tune electrical, thermal, and mechanical properties of the
resulting system. Here we would like to mention ET studies
on polymer nanocomposites containing silica,?>?* carbon
black,2** carbon nanotubes,?>!”> and ceramics?>2% ag a few
examples from the literature.

4. Conclusions and Outlook

The controlled assembly of functional materials on the
nanoscale has been a major focus of research across many
scientific disciplines over the last few decades.!!>:!16:167.207.208
These developments were in part fueled by the availability
of characterization techniques, such as TEM, that can probe
obtained structures with high spatial resolution. With the
increasing complexity of nanomaterials and to gain precision
in synthesis and assembly, elucidation of their full 3D
morphology becomes more and more important.**?% Facili-
tated by automated ET data collection systems and high-
performance desktop computing, ET is now used as a tool
for the 3D structural characterization of inorganic materials.?**?
At present, mainly bright-field TEM ET and high-angle
annular dark-field STEM ET are applied, depending on
sample composition, degree of crystallinity, and crystallite
size. With the advent of aberration correctors for electron
microscopy,?'%?!'! new opportunities for materials character-
ization arise,?'> potentially providing 3D information at
atomic resolution.!”!3%213 In this review, we have given a
number of examples that highlight the importance of ET in
the field of catalysis. When studying hierarchical materials,
such as mesoporous zeolites or supported catalysts, accurate
knowledge of the 3D morphology significantly aids in
understanding their physicochemical properties. To obtain
unbiased quantitative structural information, image analysis
can be considered as the next key step.*>%76787%:156 However,
one cannot emphasize enough the linking of ET-derived
results to bulk characterization techniques to ensure that

Friedrich et al.

statistically significant sample properties are described. Now
the first examples using image segmentation (measuring
porosity, particle-size distributions, or tortuosity) provide a
microscopic explanation for bulk properties. With a wealth
of nanostructural data at hand, the challenge ahead lies in
relating this information to the catalytic properties of
materials. ET delivers fundamental insights into the 3D
structure of complex hierarchical materials and is expected
to contribute significantly to rational catalyst design in the
future.
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